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Abstract Trust is essential in virtually all economic interactions. In this paper, we build on
previous work analyzing the “trust game” from the perspective of evolutionary dynamics.

There are two players: an “investor” and a “trustee.” The investor begins with one monetary

unit and can choose to transfer it to the trustee. The transfer, if made, is multiplied by a

factor b > 1 representing the gains that arise from cooperation. The trustee can then return

a fraction of his choosing to the investor. Previous work has shown that adding information

to this game can lead to trusting and trustworthy behavior. But in those models, information

spreads instantaneously and investors never face conflicting information. Here, we relax

both of these assumptions. We introduce delays in information propagation so that an in-

vestor may still be acting on old information after a trustee has changed his behavior. And

we give investors “memories” and thereby allow for the possibility that they might face con-

flicting information about trustees. In both cases, we find that the trust and trustworthiness

induced by information is robust to delays and conflicts. Even if it takes time for information

to spread, and even if investors sometimes deem information to be unreliable, the benefits

of trust are realized with just moderate levels of information about trustees. We conclude

that information (or “reputation”) is a robust explanation for the trust and trustworthiness

observed among humans.

Keywords Trust game · Reputation · Evolutionary game theory · Evolutionary dynamics

1 Introduction

Trust is an essential component of social and commercial interactions. When individuals

make purchases online, they trust that sellers have not misrepresented the characteristics of
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the goods and that they will actually ship the items. When pension funds, university endow-
ments, and retail investors transfer money to investment management organizations, they
trust that the managers will fulfill their fiduciary obligations and handle the funds properly.
(A number of recent scandals have shown that this trust can be misplaced, with devastating
consequences.) In general, whenever a principal employs an agent to perform some task,
the principal must trust the agent to act in a manner consistent with the principal’s interests.
Trust has important implications for the efficiency of society [8, 9, 13, 15, 24]. As Kenneth
Arrow put it, trust is “an important lubricant of a social system” [1].

In this paper, we study how information affects the evolution of trust by analyzing the
trust game [2–7, 11, 12, 14, 16, 17]. There are two players, an “investor” and a “trustee.”
The investor begins with one monetary unit. Her strategy is given by the probability p0

that she transfers the unit to the trustee. If the investor does make the transfer, the trustee
receives b > 1. The trustee’s strategy is given by the fraction r of what he receives that he
returns to the investor. The investor’s expected payoff is 1 − p0 + bp0r and the trustee’s
expected payoff is bp0(1 − r). The parameter p0 is a measure of how “trusting” the investor
is. The parameter r is a measure of how “trustworthy” the trustee is. A “trusting” investor
transfers her endowment with high probability. A “trustworthy” trustee returns a relatively
large fraction of what he receives. The trust game allows us to study the evolution of trust
game-theoretically. Player 1 is the investor or the principal. Player 2 is the trustee or the
agent. The multiplicative factor b determines how beneficial the game can be to the players.
In some sense, b is the value that the trustee provides to the investor, i.e., the value of agency.

In a one-shot anonymous trust game, the unique subgame perfect Nash equilibrium is
p0 = 0, r = 0. A rational, self-interested trustee should not return anything to the investor.
Hence, a rational, self-interested investor should not make the transfer. This game-theoretic
analysis does a poor job of predicting actual levels of trust and trustworthiness, however.
Numerous behavioral experiments have shown high levels of both trust and trustworthiness
in one-shot anonymous interactions [11]. Why are people trusting and trustworthy, even
when it is “irrational” to be so?

Previous work has shown that the presence of “information” (or “reputation”) is one pos-
sible answer to this question. McNamara et al. [19] considered a binary trust game, studied
initially by Guth and Kliemt [10], in which investors could obtain, at a cost, information
about trustees’ past behavior. In the binary game, the investor decides whether or not to
make the transfer. If she does not, both players receive a payoff of s. If she does, then the
trustee must decide whether to keep everything he receives or to return a fair amount to
the investor. In the former case, the investor’s payoff is 0 and the trustee’s payoff is 1. In
the latter case, both players receive a payoff of r . The payoff values satisfy the inequalities
0 < s < r < 1.

McNamara et al. [19] allowed investors to condition their decision on the past behavior
of trustees as follows. By paying a cost, an investor can learn what a given trustee did in
n past interactions (n ≥ 0 is a fixed parameter of the model). Each investor has a strategy
parameter k, 0 ≤ k ≤ n + 1. If k = 0, the investor always makes the transfer (and never
incurs the cost). If k = n + 1, the investor never makes the transfer (and never incurs the
cost). If 1 ≤ k ≤ n, then the investor pays the cost to learn what the trustee did n times in
the past and makes the transfer if and only if the trustee “cooperated” at least k out of the n

times.
McNamara et al. found that if n ≥ 2 (or if n = 1 and the mutation rate is sufficiently high

to maintain a high degree of diversity among trustees), then both trusting behavior (in the
form of investor k’s not equal to n + 1) and trustworthy behavior (in the form of positive
probabilities of choosing the “cooperative” action) can arise. In Sect. 4, we will consider a
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model that is similar—though not precisely a generalization—of theirs in which investors

base their decisions on the consistency of the information they have about trustees’ past

behavior.

In [19], investors always have access to information if they are willing to pay the cost.

Manapat, Nowak, and Rand [17] instead considered a scenario in which there is a fixed

probability of having information about the trustee but no guarantee that information is

available in any given interaction. In their continuous trust game with information, investors

know with probability q the return fraction of the trustee before having to decide whether

to make the transfer. They found that trust—i.e., willingness on the part of investors to

make the transfer when information is not available—and trustworthiness arise as long as

q ≥ 1/b. Hence, it is not necessary for information to be universally available for cooperative
behavior to be favored by selection. Their model also made explicit how interactions when

information is available shape behavior when information is not available, helping to explain

the trust and trustworthiness humans display in one-shot anonymous interactions (when

information cannot be obtained at any cost).

In both models, the information about investors, when available, is perfectly reliable.

In particular, the models omit the fact that information about trustee behavior takes time

to propagate after a trustee changes his strategy. Here, we relax this assumption and find

that the trust and trustworthiness that arise when investors have information about trustees

are robust to delays in the propagation of that information. We describe the basic setup in

Sect. 2, introduce delays in information propagation in Sect. 3, and conflicting information

in Sect. 4, and conclude in Sect. 5.

2 The Model

Manapat, Nowak, and Rand [17] introduced information into the trust game with the follow-

ing model. There is a well-mixed population of size N , split evenly between investors and

trustees. Each investor has a strategy p0, the probability that she makes the transfer when

she knows nothing about the trustee. We call p0 the investor’s “trust” as it is a measure of

her willingness to make the transfer when she knows nothing about the trustee. Each trustee

has a strategy r , the fraction of what he receives that is returned to the investor. We call r the

trustee’s “return” as it is the fraction of the transfer received that is returned to the investor.

In an anonymous one-shot trust game, the investor’s expected payoff is 1− p0 + bp0r and

the trustee’s expected payoff is bp0(1− r).

Information is incorporated into the game as follows. Fix a q such that 0≤ q ≤ 1. When
an investor and a trustee meet, there are two possible outcomes. With probability q , the

investor knows the trustee’s return fraction r before the transaction begins and can condition

her behavior on that r . (This simplified model captures the essence of how information might

spread in a population via gossip. See [17] for details.) We assume that investors behave in

a payoff-maximizing manner: they make the transfer if and only if r > 1/b. Thus, investors

act to capture any profit, however small. With probability 1 − q , on the other hand, the

investor knows nothing about the trustee and makes the transfer with probability p0. We call

q the (probability of) information as it is a measure of how well information spreads among

investors.

The population evolves as follows. Initially, each p0 and r is selected uniformly at ran-

dom from the interval [0,1]. In each update round, a large number of games are played
between randomly selected investors and trustees. Every individual thereby earns a payoff.
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Two investors, call them A and B , are then selected uniformly at random. Let π̄A be the
average per-game payoff of A, π̄B the average per-game payoff of B , and

ρ = 1
1 + e−β(π̄A−π̄B)

. (1)

B is replaced by a copy of A with probability ρ(1 − µ) and by a random mutant (with
a strategy chosen uniformly at random from [0,1]) with probability µ. With probability
(1 −ρ)(1 −µ), all the investors retain their original strategies. This process is then repeated
for trustees. The parameter µ is the mutation rate. The parameter β is the intensity of selec-
tion. The larger β is, the more likely it is that a player will imitate the strategy of someone
doing better (and not imitate the strategy of someone doing worse). The “stationary” val-
ues of the investor trust p0 and trustee return r are found by averaging over the last 80 %
of rounds of this pairwise comparison process [23]. We can view the evolution of p0 and
r as the result of genetic evolution (shaping instinctual behavior) or cultural evolution (as
investors and trustees learn from each other).

In our model, the evolutionary dynamics converge to the Nash equilibrium (when a
unique one exists) described in the following theorem, proven in more generality in [17].

Theorem 1 The following are all the pure Nash equilibria of the trust game with informa-
tion:

– p0 = 0 and r ≤ 1/b when q = 0,
– p0 ∈ [0,1] and r = 1/b + ε when q = 1,
– p0 = 1 and r = 1/b + ε when 1/b ≤ q < 1.

(The quantity ε corresponds to the smallest possible transferrable amount. Thus, r = 1/b+ε

means that the trustee returns the smallest amount strictly greater than 1/b.)

When 0 < q < 1/b, there are no (pure) equilibria. The stationary values of the evolu-
tionary dynamics are then averages over cycles as investors oscillate between p0 = 1 and
p0 = 0 while trustees oscillate between r = 1/b + ε and r = 0. When q is just slightly
larger than 0, these cycles spend more time in the neighborhood of p0 = 0 and r = 0, so the
average p0 and r are small. When q is just slightly less than 1/b, these cycles spend more
time in the neighborhood of p0 = 1 and r = 1/b + ε, so the average p0 and r are large.
When 0 $ q $ 1/b, the average strategies assume intermediate values [17].

The model of information diffusion described above is very simple. It assumes that once
a trustee changes his strategy, an investor has the same probability q of knowing the trustee’s
new return fraction r at the beginning of the next round. It also assumes that investors never
receive incorrect or conflicting information. In this paper, we explore what happens when
these assumptions are discarded.

3 Delayed Information

We begin with the following scenario. Suppose that information about a trustee’s return
fraction r takes time to propagate through the population of investors. Sometimes, when
an investor “knows” the trustee’s r before the interaction, the value of r is an old one. As
the trustee plays more and more games with the new r , the probability that an investor is
informed of the new (correct) value increases. Let us make this idea precise.

Two numbers are associated to each trustee. The first is his strategy parameter r . This is
the fraction of what he receives that is actually returned. The second is the what investors
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Fig. 1 The average investor trust

p0 (a) and trustee return r (b) as
functions of the information

update probability u. Trust and
trustworthiness are relatively

robust to delays. The no-delay

equilibrium (u = 1) is maintained
until u ≈ 10−3, at which point p0
and r begin to fall quickly. There
are thus two “regimes,” and

intermediate levels of trust and

trustworthiness are not observed

generically. When q = 0.5 and
q = 0.75, the strategy parameters
stabilize, but when q = 0.25, the
values are averages over

cycles [17]. We use the following

parameters: the multiplier b = 3,
the total population size

N = 100, the mutation rate
µ = 0.01, and the selection
intensity  = 20. Results are
averaged over 25 simulation runs,

each run consisting of 100,000

update rounds and each round

consisting of 1,000 games

between randomly chosen

investors and trustees

perceive his return fraction to be (when they think they know it), which we denote by r ′. In
the fraction q of cases in which the investor knows the trustee’s return fraction, it is r ′ on
which the investor bases her decision.

Initially, r = r ′ for every trustee. When a given trustee updates his strategy, r is updated
immediately but r ′ is not. That is, his actual behavior changes immediately, but his reputation
among investors does not. When the trustee subsequently meets an investor in an interaction

with information, the investor will know the out-of-date r ′. But each time an investor makes
the transfer to the trustee (and thereby learns his return fraction q), r ′ is updated to reflect
the new r with probability u. We call u the information update probability. Thus, the number
of times a trustee receives the transfer from investors before the new r is correctly reported
is geometrically distributed with parameter u. The basic model with information in Sect. 2
corresponds to the case in which u = 1. We note that trustees’ return fractions r evolve via
the evolutionary process described in Sect. 2, but that their perceived return fractions r ′ do
not evolve—they are simply updated to reflect r after a geometrically distributed “waiting
time.”

Figure 1(a) shows the average investor trust p0 as a function of the information update
probability u for various values of the information level q . For all but the smallest values
of u, the level of trust is the same as it is when u = 1. Figure 1(b) is the analogous plot
for the average trustee return r . Again the u = 1 behavior persists even when u $ 1. The

trust and trustworthiness induced by the spread of information are thus robust to delays in

information propagation.

In Fig. 1, the population size N is 100 and 1,000 games are played per round. This means

that each trustee plays on average 20 games per round and 2,000 games between strategy

updates. When q = 0.5, investors almost always make the transfer to the trustee (in one
simulation run, they did so 95 % of the time over the first 10,000 rounds and 88 % of the
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time over all 100,000 rounds). And when u = 10−3, the investors begin using the correct

information about a particular trustee after 1,000 games on average (under the assumption

that the transfer is almost always made). We can thus interpret our results intuitively as

follows: investors must use the up-to-date information about trustees in slightly more than

half of the games (with information) for trust and trustworthiness to arise and persist. Put

another way, we can split the time between strategy updates for a trustee into two parts.

During the first part, the trustee’s payoff is determined by his interaction with investors

who are operating on incorrect information. During the second part, the trustee’s payoff is

determined by his interaction with investors who are operating on correct information. Trust

and trustworthiness require that the latter part influences the trustee’s payoff more than the

former part.

Thus far, we have assumed that all investors have the same perception, r  , of a given

trustee’s return fraction. Suppose now that the correct information may reach investors at

different times but that the distribution of waiting times is the same for all investors. We

formalize this as follows. Investor i perceives the trustee’s return fraction to be r  
i . Initially,

r  
i = r for all i . But once the trustee changes his strategy, the r  

i s will be stale. Subsequently,
every time some investor makes the transfer to the trustee, each r  

i is updated to reflect the

true r with probability u. Put another way, when any investor makes the transfer to the trustee
in question, r  

i is updated to reflect the true r with probability u for every i (independently),
not just for the i of the investor who made the transfer.
Figures 2(a) and 2(b) are the analogues of 1(a) and 1(b) when updates occur for investors

independently. The behavior is qualitatively similar to the simultaneous updates case, but

the critical u is about an order of magnitude larger, i.e., trust and trustworthiness are slightly
less robust to delays in information. We can reason about this difference as follows. For

trust (and trustworthiness) to evolve, roughly all investors need to use correct information

in at least a fraction 1 / b of interactions. When the update of r  to reflect the true r occurs
for all investors simultaneously, all investors base their decisions on correct information

after a waiting time—i.e., the number of times investors make the transfer to the trustee—

that is geometrically distributed with parameter u. On the other hand, when each investor’s
knowledge is updated independently (but with the same distribution), the waiting time until

all the investors are acting on the correct information is roughly N /2 ( = the number of

investors) times larger. In Figs. 1 and 2, N = 100 and so N /2 = 50, and indeed the critical
update probabilities in Fig. 2 are roughly 50 times larger than in Fig. 1.

4 Inconsistent Information

In this section, we consider another modification of Sect. 2’s basic model. This time, we al-

low investors to remember a (partial) history of information they receive about each trustee.

When the information they remember is consistent, they act in the payoff-maximizing man-

ner under the assumption that the information is correct. When the information is inconsis-

tent, they assume they know nothing about the trustee and therefore make the transfer with

probability p0.
We make this precise as follows. Each investor has a queue of maximum length L asso-

ciated with each trustee. When an investor meets a trustee and is given information about

him, that information (the trustee’s return fraction r ) is added to the investor’s queue for the
trustee. If the queue already has length L , the oldest reported r is discarded. The investor
then examines the entries in the queue. If they are all equal, then the investor takes that r
to be the true one and makes the transfer if and only if r > 1 / b. If they are not all equal,
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Fig. 2 The average investor trust

p0 (a) and trustee return r (b) as
a function of the information

update probability u when
updates occur independently for

investors. Again trust and

trustworthiness are robust to

delays, but the critical probability

u at which they begin to
breakdown is somewhat higher

than it is when updates occur for

all investors simultaneously.

When q = 0.5 and q = 0.75, the
strategy parameters stabilize, but

when q = 0.25, the values are
averages over cycles [17]. We use

the following parameters: the

multiplier b = 3, the total

population size N = 100, the

mutation rate µ = 0.01, and the
selection intensity β = 20.

Results are averaged over 25

simulation runs, each run

consisting of 100,000 update

rounds and each round consisting

of 1,000 games between

randomly chosen investors and

trustees

the investor makes the transfer with probability p0: she behaves as if she knows nothing
about the trustee (taking the inconsistency to mean that the information is unreliable). The

longer L is, the less “valuable” information is as there is a higher chance that the queue

contains conflicting information. When the investor only remembers the last thing she has

heard about each trustee, L = 1, we return to the model of Sect. 2.

Figures 3(a) and 3(b) show how the average trust p0 and return r vary with the queue
length L for various information levels q . Trust and trustworthiness are maintained even for
relatively long queues. But once p0 and r start declining, they both reach their minimum
values quickly. As in the case of delays in information propagation, there are two regimes:

a high trust and trustworthiness one, and a low trust and trustworthiness one. The transition

between them occurs quickly. Unsurprisingly, the larger q is, the more robust the former
regime is to increases in queue length: when q is large, inconsistent information is flushed
out of the queue more quickly.

Investors in this model are conservative—they act as if there is no information when

there is even the slightest inconsistency in what they “remember” about a trustee. One can

imagine a situation in which investors are less stringent. For example, they may act as if

the trustee’s return fraction is a particular r if the majority of entries in their queues equal
that r . As we have formulated it here, this means that investors will often be conditioning
their behavior on incorrect information: After a trustee updates his strategy, it takes L /2
information-based interactions before the true r dominates the queue (assuming no subse-
quent updates to the trustee’s strategy). Hence, this situation is similar to the one examined

in the last section in which investors temporarily act on incorrect information after a trustee

changes his strategy. Further simulations show that trust and trustworthiness are still robust,

though the breakdown occurs at smaller values of L with the “majority” rule than with the
“unanimous” rule.
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Fig. 3 The average investor trust
p0 (a) and trustee return r (b) as
a function of the queue length L.
As in the case with delays in
information diffusion, trust and
trustworthiness are relatively
robust to long memories (that
have a capacity to retain
conflicting information). We use
the following parameters: the
multiplier b = 3, the total
population size N = 100, the
mutation rate µ = 0.01, and the
selection intensity β = 20.
Results are averaged over 25
simulation runs, each run
consisting of 100,000 update
rounds and each round consisting
of 1,000 games between
randomly chosen investors and
trustees

5 Conclusion

In this paper, we have introduced three extensions to the evolutionary model of the trust
game with information [17]. In the first two of these extensions, investors might possess
out-dated information about trustees. The waiting time until the information update is ge-
ometrically distributed, and updates can occur for all investors simultaneously or for each
investor independently. In the third extension, investors have “memories” and can retain
conflicting information about trustees. For all three of these models, we found that informa-
tion about trustees robustly promotes trusting and trustworthy behavior. Even when updates
occur with low probability, and even when investors have memories that can retain conflict-
ing information from long in the past, the trusting and trustworthy equilibrium is maintained
for reasonably long delays and memories.

These results provide further evidence for the hypothesis that information (or “reputa-
tion”) effects may have contributed to the evolution of trust and trustworthiness in one-shot
anonymous interactions. Previous work [17, 19] showed that information could lead to these
“desirable” outcomes, and our work here shows that these information-based mechanisms
are robust. But further work is needed to explore the conflicts that investors face when
spreading information. For example, the model described above and introduced in [17] is
based on the following concrete “diffusion” mechanism. After each interaction in which
an investor makes the transfer to a trustee (and thereby learns the trustee’s return fraction
r), the investor informs a fraction q ′ of the investor population of the trustee’s r . As time
passes, more and more investors know the r of any given trustee. In [17], it is shown that
q ′ is roughly analogous to q , the probability of knowing the trustee’s r in any given in-
teraction. But why do investors tell other investors about their experiences with trustees?
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After all, investors are competing against one another, so spreading information—even if
it makes trustees trustworthy—is not an unqualified good. Further work should be done to
determine if evolution does indeed select for the spread of information, something that has
been imposed exogenously in this paper and other related work [17, 19]. It would also be
of interest, particularly in the context of trust in online transactions, to study the effects on
trust of allowing agents to buy and sell reputations on a market [20].

We have been studying the effects of information in the trust game assuming that selec-
tion is relatively strong—the intensity of selection β is 20 in our simulations, and much of
the analysis is based on Nash equilibrium considerations that implicitly assume infinitely
strong selection. But behavior that deviates from the Nash equilibrium can predominate
(even without extra mechanisms such as information) when selection is weak [18, 21, 22].
A study examining the trust game in the case of weak selection—and in particular exam-
ining whether weak selection is a plausible explanation for human behavior in anonymous
one-shot trust games—would be useful in determining the ultimate reasons for human trust.

Even if trust arose in a way unrelated to information, however, our results have shown
the powerful effect that information does have when it is available. Given that information
can be introduced exogenously—by governments, marketplaces, and the like—our work has
important implications for the promotion of trust and, therefore, economic well-being [8, 9,
13, 15, 24], wherever it may be lacking.
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